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Abstract—The problem of data classification goes back to the definition of taxonomies covering knowledge areas. With the advent of the Web, the amount of data available increased several orders of magnitude, making manual data classification impossible. This work presents an approach based on the prototype theory to automatically classify semi-structured data, represented by frames, without any previous knowledge about structured classes. Our approach uses a variation of the K-Means algorithm that organizes a set of frames into classes, structured as a strict hierarchy.

I. CONTEXT

The challenge of organizing knowledge areas dates back to the creation of taxonomies. To address this challenge, scholars built unique systems of classification covering all areas of knowledge, in an attempt to enable a general organization for data.

In 1876, the American librarian Melvil Dewey published the Decimal Classification (DDC) system\(^1\), which has been modified and expanded since its conception. By the year 2007 there were 22 major revisions. Today, the DDC is the most used bibliographic classification system in the world. This classification system is divided into ten main classes, which together attempt to cover all areas of existing knowledge.

The advantage of this classification system lies on its simplicity. A simple notation is fundamental to its diffusion. Another advantage is its infinite vertical expansion, i.e., when new subdivisions are introduced there is no change in the allocation of their classification numbers. The disadvantage of this system is its limited adaptability, which at higher levels of abstraction has already defined categories. Another disadvantage is that the classification is solely established on Dewey’s proposal, i.e., based on his own knowledge and experience [1].

Another well know classification is the Universal Decimal Classification (UDC) based on the DDC and was first published in France between the years 1904 and 1907. As DDC, the UDC has been developed and reviewed, becoming a flexible and effective system for organizing bibliographic files for all types of information and media. The difference between the DDC and the UDC is in the way that subjects of a particular work may be correlated. The UDC has a table of symbols such as the plus sign, semicolon, dash, and others that can be divided into two groups: dependent (point of view, the general characteristics of people and materials) and independent (auxiliary common language, form, place, races, time). Being similar to the DDC, the UDC has much the same pros and cons on its system. Nevertheless, UDC is language agnostic while DDC is based in American culture, which facilitates the exchange of information and research worldwide.

The Library of Congress Classification (LCC) is the most used classification in academic and research libraries in the United States. Developed by Herbert Putnam with the advice of Charles Ammi Cutter in 1987, this classification does not describe the areas as a whole, but subjects of books in a library. An important feature of LCC is its notation, defined as a set of symbols that represent the names of a class or any division or subdivision of a class that forms a logic for classification. The notation is mixed, consisting of capital letters and Arabic numerals. The system divides all knowledge into 21 major classes, each of which is identified by an alphabet letter.

Most of these classes are subdivided into subclasses identified by two or sometimes three letters. Individual topics are broken in places, periods, periodicals, biographies etc., and for each of these topics, a number between one and four digits is assigned. Unlike the classification of DDC, LCC is not hierarchical, i.e., a concept is not developed from the most general to the most specific, its only notation follows a conventional sequence [1] between topics of a particular subject. The disadvantage of this system is the use of a controlled language that, being arbitrary, it may seem unnatural. Moreover, it was originally conceived to serve only one library, the LCC.

Dissatisfied with the previous classification systems the Indian mathematician and librarian Shiyali Ramamrita Ranganathan developed the theory of faceted classification in 1933. Basically, Ranganathan decided to create its own classification system to improve the representation of complex subjects - the colon classification system. His system, also known as analytic-synthetic, decomposes the subjects/themes in their basic concepts (analysis) and combine them to describe a subject/topic (synthesis). Likewise the already mentioned

\(^1\)A real example of this system is the Dewey Browse (http://www.deweybrowse.org/), which was created by Gail Shea Grainger and demonstrates how the use of this method would organize data on the Web.
multidimensional and that these relationships can take different paths, depending on the synthesis of various multiple concepts. Additionally, Ranganathan produced other important works on the theory of classification, such as: Elements of Library Classifications [2] and Prolegomena to Library Classification [3].

The development of facets is made from the inspection of the subject with the purpose of identifying concepts and terms that can be partitioned into facets. Furthermore, each facet can be subdivided into subfacets. The great advantages of facetized classification are the various possibilities for browsing and searching the same information, giving the user a variety of search strategies and conceptual models. At the same time, it also allows us to identify each of the senses referred to a subject. Unlike other classifications listed above, that are enumerative, the facetized classification is analytical-synthetic, or has a multidimensional structure and flexible adaptability.

Observing these classifications, it becomes evident the need for an adaptable and easily expandable taxonomy as quoted in DDC. Also, it should be international in order to be globally used and not regional as seen in the UDC. Moreover, an uncontrolled vocabulary would avoid the need of experts in each field of knowledge. Furthermore, there is a need to create taxonomies that may cluster complex issues (multidimensional) as approached by Ranganathan when describing the PMEST factors. Recently the problem became even worse with the emergence of the Web, the data volume increased in several orders of magnitude, making it virtually impossible to manually organize it. Thus, an automatic way to organize and classify this information became imperative.

This work consists on an unsupervised learning technique to automatically classify semi-structured data. The process consists of the following key steps: determine the number of clusters in a data set; find the basic-level category; and refine the class hierarchy. Furthermore, we propose three different techniques - hybrid, abstract and medoid - that can be applied to obtain a better understanding of the data set. Finally, in response to the need to sort large quantities of information, we present in this paper a novel approach to organize semi-structured data, represented by frames, without a predefined structure of classes.

This paper is organized as follows: Section II covers basic definitions, the notions of frames and the prototype theory in which our approach is based. Section III introduces our proposed method followed by a practical example. Section IV presents the evaluation and results whereas Section V reviews closely related literature. Finally, Section VI presents the discussion and outlook.

II. BASIC DEFINITIONS

Categorization is the process of grouping ideas or objects using some purpose or relationship between them. According to Rosch et al. [4], people categorize ‘things’ in terms of prototypes. The prototype theory was initially known as the concept of basic-level categorization. However, finding the basic-level categorization depends on the approached concept. For example, the basic-level of concepts such as ‘furniture’ or ‘animal’ could be ‘chair’ and ‘robin’, respectively. Thus, for each concept approached, the basic-level found can be more specific or general.

Lakoff and Jonhson [5] approached this question not just by the objectivist view, i.e., not just by taking into account the inherent properties of objects. Instead, they included interactional properties, such as perceptual properties, motor-activity properties, purposive properties, functional properties and so on. Thus, in addition to the prototype theory, non-prototypical objects must be categorized by their relationships with the prototypes or by their similarity with the prototypes. The prototype theory is defined as the most central object in their category. Each category is structured as a “radial structure”, i.e., some objects are more representative (closer to the prototypical object) in a category than others (more distant from the prototypical object). In this paper, our strategy adopts the prototype theory to automatically classify semi-structured data using frames.

A notion of frames was introduced by Minsky [6], where he defines a frame as a data structure to represent a concept or a stereotyped situation such as “being in a certain kind of living room” or “going to a child’s party”. Barbosa et al. [7] presents a very intuitive definition of frames in the context of the ER Model. Briefly, each slot is an expression of the form ‘P:V’ or of the form ‘P’, where P and V, called the slot name and the slot value, satisfy one of the following conditions:

- P is an attribute of the entity being described, and V, if defined, is a single value (the attribute is single-valued, by assumption), or
- P is of the form R/1, where R is a binary relationship in which the entity is the first participant, and V, if defined, is a single value or a set of values (the relationship is non-total and multi-valued, by assumption), or
- P is of the form R/2, where R is a binary relationship in which the entity is the second participant, and V, if defined, is a single value or a set of values (the relationship is non-total and multi-valued, by assumption). A frame is
A. Step 0 - Preprocessing step

Frames are composed of attributes (slots) and values associated with them. Thus, the slot is characterized by an expression of the form “P: V”, and a class frame is a frame with at least one slot of the form ‘P:’.

III. CLASSIFICATION METHOD

The great advantage of automatic data classification using unsupervised algorithms to find a taxonomy is that no prior knowledge of data is required.

We identified the following macro-steps to the process of automatic classification (see Figure 1):

1) Determining the number of clusters and find the initial set
2) Clusters specialization
3) Clusters generalization

Optionally, a preprocessing step (0) could be necessary to transform a semi-structured data in the form of frames.

A. Step 0 - Preprocessing step

Frames are composed of attributes (slots) and values associated with them. Thus, the slot is characterized by an expression of the form “P: V” or “P”, where P and V are named as attribute and value, respectively.

Respecting the definition of frames, we created a standard markup language using XML (eXtensible Markup Language) to compose the input of the proposed approach, see Figure 2.

The description of the markers are defined in what follows:

<frames> </frames> - Marker that contains information about the frame. Nested in the frame marker, there is the <slot> marker describing the attributes belonging to the frame. The marker <slot> may have associated values that are described by the marker <value>.

The marker <frame> has properties that describe the object frame as:

- id - the object identifier;
- name - the object name.

In addition to these properties, this marker may contain additional properties that may be used for data analysis, for example:

- class - previous class identifier that an object belonged to;
- className - previous class name that an object belonged to.

As mentioned, <slot> represents the attributes that a frame can contain. The properties that describe it are:

- attributeName - the attribute name;
- attributeType - datatype attribute (e.g. string, boolean).

Finally, the marker <value> is responsible for the description of the values associated with the attribute to which it belongs.

B. Step 1 - Basic level

1) Determining the number of clusters: Determining the number of clusters is one of the most important steps in the process of automatic grouping because it determines the number of groups that a given dataset has. Usually, clustering techniques use pre-established groups or supervised methods requiring prior knowledge of the existing groups in the data.

An analysis performed by [8] shows that most of these techniques do not work as they should in practice. The methods of Cross Validation and Penalized likelihood estimation are computationally expensive, and usually need to be performed several times in order to have a reasonable estimate. Permutation and Resampling tests methods are impractical because they must run the clustering algorithms hundreds or thousands of times. Finally, methods based on Finding the knee of error curve usually take more time to evaluate the clusters than the actual algorithm that generated it.

One method suggested by Kaufman and Rousseeuw [9] is the silhouettes method used to determine whether an object belongs to a group and also to evaluate the quality of the cluster obtained.

The silhouette of a given object is obtained through the following formula:

\[ s(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))} \]  

where \( a(i) \) represents the average distance between the object \( i \) and the other objects in the cluster \( C_i \); For any cluster \( C \neq C_i \), \( d(i, C) \) is the average distance of \( i \) to the objects of \( C \). After computed all \( d(i, C) \) for all clusters \( C \neq C_i \), \( b(i) \) corresponds to the lowest average between them.
Therefore, \( s(i) \) is the measure of how well an object is located in relation to the neighboring cluster. If \( s(i) \) is equal to 1, we have an object perfectly classified. If \( s(i) \) is 0, we have a situation where there is uncertainty in the allocation of the object in the current cluster or some other neighbor cluster. If \( s(i) \) is equal to \(-1\), it is likely that the object has been wrongly classified. Having all values of \( s(i) \) of a given cluster, its average is known as the average width of the silhouette of this cluster. Thus, the average of all widths of \( k \) clusters is known as \( s(k) \), where \( k \) is the number of clusters and \( s(k) \) is the average quality of the grouping carried on a given data sample. Thus, the appropriate \( k \) is the one that achieves the maximum average in the tests.

Through this method is not possible to identify the silhouette for the case of \( k \) equal to 1, since this uses inter-cluster measures for their determination. Thus, it is still necessary to check if a particular group of objects do not have to be partitioned into two or more groups, i.e., \( k \) is equal to 1. Aiming to solve this shortcoming, we added two heuristics to determine whether or not to split the objects of a group.

The first heuristic checks if the level of cohesion and isolation (calibrated by the user) intra-cluster and inter-clusters are satisfactory for \( k \) equals to two. If this is true, then the cluster is partitioned into two groups otherwise this group will not suffer more partitioning.

The second heuristic tests whether the average quality of the group for \( k \) objects is greater than the average set by the user or for the standard \( s(k) \) previously set to 0. If the value of \( s(k) \) is greater than the stipulated, then the \( k \) number of clusters is returned, otherwise returns \( k \) equals to 1.

2) **Cluster Representation:** Although there are various algorithms used for the task of grouping data, we rely on theory to elect a prototype algorithm that best represents this theory and, consequently, people’s vision on objects (things, animals, people, objects and other materials).

Our theory is described as a radial structure, where members closer to the center are more representative and less representative farthest. The first task is to find representatives from each group of elements from the data sample to be grouped. To follow the radial theory, we need an algorithm that maintains its form and therefore the K-Means algorithm was the chosen one (see Figure 3).

The + sign in Figure 3 represents the centroid found after running the K-Means algorithm, thus satisfying part of the theory. However, it is still necessary to choose an element that represents a group of objects. For this reason we use a variation of this algorithm known as K-Medoid, because instead of determining the centroid through its geometric position, it elects one of its group members as a representative. At the end of the run we obtain \( k \) representatives and the objects divided into \( k \) classes. To obtain a complete taxonomy, still need to take steps to generalize and specialize classes obtained in the first step.

C. **Step 2 - Specialization**

As the name implies, the goal of this step is to specialize concepts within a data sample, for instance, given a sample of objects, the algorithm finds specialized subsets of objects. The algorithm is executed again for each subgroup of data until the stopping criterion is reached. The stopping criterion relies on the algorithm responsible for determining the number of clusters (see Section III-B1), if this algorithm returns \( k \) equals to 1, then the specialization algorithm stops running.

D. **Step 3 - Generalization**

On the other hand, unlike the specialization algorithm, in the generalization of groups of objects, given two sets of objects, the goal is to create a new object from a composition of the existing ones or to elect an object belonging to one of the groups that better represents them. For this, we describe three possible strategies to follow: Medoid, Abstract and Hybrid. Briefly, the Medoid strategy selects an object that best represents a particular group, creating a taxonomy of prototypical objects. Unlike the Medoid strategy, the Abstract strategy does not use an existing object as a medoid, but creates an abstract representation of the objects within a group to represent it (more details in Section III-E). Finally, the Hybrid strategy combines both strategies to generate the final taxonomy. From the basic-level up (see basic definitions in Section II), it uses the Abstract strategy and from the basic-level down it uses the Medoid strategy.

E. **Practical Example**

The classification process we propose is based on the notions of radial structure and the prototype object, represented by the most central object in its cluster. The process is based on a variation of the K-Means algorithm [10], called K-Medoid [11], which maintains the radial structure. In the K-Medoid algorithm, the medoid is defined as the most central element in its cluster, and the average dissimilarity to all objects in a cluster is minimal. Thus, we may consider the medoid of a cluster as the most representative object of the cluster or the prototype object. The closeness criterion used takes into account just the slot names, or slot names and slot values.

To illustrate our process, we describe an example of classification using the Abstract technique. Suppose that we start with a set of frames of three different classes (unknown to the algorithm), represented by the following class frames [7]:

![Figure 3. Radial clustering.](image)
Person [name:, age:], Employee [name:, age:, works:, area:, salary:], and Student [name:, age:, level:, area:, fee:].

The first step is to determine the number of clusters. We then run the K-Medoid algorithm, varying k, and validating each cluster through the global silhouette width [12]. The silhouette method is based on the index \( s(i) \), defined in Equation 1, where \( a(i) \) is the average distance between object \( i \) and the objects in its cluster \( A \), and \( b(i) \) is the average distance between object \( i \) and the objects in its 'second closest' cluster \( B \). Intuitively, \( s(i) \) represents how well matched is the object \( i \) in the cluster \( A \).

The average \( s(i) \) of a cluster is a measure of how tightly grouped all data in the cluster are. Thus, the average \( s(i) \), called the global silhouette width, of the entire data set is a measure of how appropriately the data has been clustered and then \( k \) is found and used to cluster this data set. It is important to say that this step will always be executed each time a cluster needs to be split.

The first run of the K-Medoid is considered equivalent to the basic-level category. In the example showed in the Figure 4 (step 1), the result of the basic-level is represented by the following three (k=3) class frames: Person _C_, Employee _F_ and Student _F_. Once the basic-level is found, the process continues and the specialization step, Figure 4 (step 2), is executed. This step works as follows: for each cluster found on the basic-level, the K-Medoid runs recursively (each cluster is split) until a stop criterion is reached. The stop criterion is a measure of the quality of the generated clusters. In our example, for each of the clusters Person _C_, Employee _F_ and Student _F_, the algorithm determined the ideal number of clusters. Hence, we discovered that the clusters Employee _F_ could be split into two and Student _F_ into three more clusters. The process of specialization continues for each new cluster (Employee _E_, Employee _A_, Student _A_, Student _F_, Student _M_), until no more specializations become necessary, and the process stops. In the example, each cluster was split based on attribute values, i.e., cluster Employee _E_ has an attribute 'area' whose value is 'engineering', whereas the value for the Employee _A_ is 'law'.

The next step is the generalization of concepts, Figure 4 (step 3). The algorithm works in two steps. The first step is to generalize the concepts above the basic-level, i.e., as showed in the Figure 4 (step 2), the algorithm merges the two closest objects and creates a new frame object, called 'Abstract'. This is repeated until no frames are close enough to be merged, or there is just one frame on the top.

Given two frames, \( F \) and \( G \), we define their merge [7], denoted \( F \sqcup G \), as the frame \( M \) such that a slot \( s \in M \) if \( s \in F \) and there is \( g \in G \) such that \( g \) subsumes \( s \), or \( s \in G \) and there is \( f \in F \) such that \( f \) subsumes \( s \).

Briefly, the algorithm first merges the closest frames (Employee _F_ and Student _F_) into the frame Abstract _2_. Then, the frame Person _C_ is merged with the Abstract _2_, creating the frame Abstract _1_. The process continues and generalizes all concepts found under the basic-level. The process is almost the same, but in this case, we use the frames of the medoids to create the new representative frame, and the current medoid is reallocated with the others frames on the bottom of the hierarchy. For example, frame Abstract _3_ was created from the merging Employee _E_ and Employee _A_, the medoid Employee _F_ was replaced by the frame Abstract _3_, and reallocated under the clusters Employee _E_ or Employee _A_. Likewise, Abstract _4_ resulted from the merge of frames Student _A_, Student _F_ and Student _M_.

The final classification is shown in Figure 4 (step 3), and their categories are defined as: Abstract _1_ [name:, age:], Abstract _2_ [name:, age:, area:], Abstract _3_ [name:, area:, fee:] and Abstract _4_ [name:, age:, level:, area:, fee:]. In this case, we do not have a class frame with a value determining a type of a class but, as we can see, the leaves are represented by frames from the data set and they are also divided in clusters but are not abstract frames. This happens because under them there are all the classified objects and no medoid is found.

IV. EXPERIMENTAL EVALUATION

A. Experimental setup

The dataset used to evaluate the proposed approach comes from a catalog of products and services of an Emergency Support System (ESS) of a Brazilian oil company. At the time of the evaluation, the dataset contained 21,000 data frames classified into 324 originally defined classes. The proposed approach used only the data frames to perform the automatic classification process whereas the classes were used to validate the process. Besides using the classes to validate the process, we also used as an evaluation indicator the matching level of the frames/objects belonging to a determined class.

The matching level is obtained by comparing the original classification given to a medoid and the objects contained in this cluster. For instance, given a medoid with the following class: \( \text{vehicles} \rightarrow \text{terrestrial} \rightarrow \text{car} \) and an element that belongs to that group classified as \( \text{vehicles} \rightarrow \text{terrestrial} \rightarrow \text{car} \rightarrow \text{Fiat} \), then we will still have a cohesive classification, because we are analysing the group as a whole and, in this case, the object belongs to the same class although in a more specific level. Thus, we expect that the algorithm allocate these objects in a subclass that best represents it. Another example would be if a medoid is classified as \( \text{vehicles} \rightarrow \text{terrestrial} \rightarrow \text{car} \rightarrow \text{Fiat} \) and the object \( \text{vehicles} \rightarrow \text{terrestrial} \rightarrow \text{car} \), so in this case, the matching level would be 0.75 out of 1, meaning that 3 out of 4 classes matched.

A sample of 2,100 data frames equivalent to 10% of the dataset were used to automatically generate the taxonomy for ESS. The method used to generate the taxonomy was based on the Medoid strategy and we took into account the similarity measure using both attributes and values.
Fig. 4. Classification steps of the Abstract technique.

### TABLE I

<table>
<thead>
<tr>
<th>Medoid</th>
<th># of objects in a cluster</th>
<th>Medoid original class</th>
<th>Matching level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) police station of Candeias city</td>
<td>462</td>
<td>object → resource → external entity → government agencies → public security agencies → civil police</td>
<td>58.9%</td>
</tr>
<tr>
<td>(b) Analyst Sr. Rr. Hh. Planta Pgsm</td>
<td>292</td>
<td>object → position</td>
<td>100%</td>
</tr>
<tr>
<td>(c) Irazi Antonio Davi</td>
<td>285</td>
<td>object → external contact</td>
<td>100%</td>
</tr>
<tr>
<td>(d) Luna Leve</td>
<td>58</td>
<td>object → manufacturers</td>
<td>100%</td>
</tr>
<tr>
<td>(e) UN-BS/ATP-N/RES</td>
<td>326</td>
<td>object → unit</td>
<td>100%</td>
</tr>
<tr>
<td>(f) industrial hygiene equipment - explosives (id:4358)</td>
<td>677</td>
<td>object → resource → material resource → industrial hygiene equipment → explosimeters</td>
<td>58%</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Medoid</th>
<th># of objects in a cluster</th>
<th>Medoid original class</th>
<th>Matching level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f.a) nil</td>
<td>654</td>
<td>object → resource → material resource → individual protection equipment → life jacket</td>
<td>57%</td>
</tr>
<tr>
<td>(f.b) temporary storage system - floating roof tank (id:5360)</td>
<td>22</td>
<td>object → resource → material resource → temporary storage system → floating roof tank</td>
<td>83%</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Medoid</th>
<th># of objects in a cluster</th>
<th>Medoid original class</th>
<th>Matching level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f.a.a) containment booms - calm waters - skirt up to 30cm (id:3516)</td>
<td>169</td>
<td>object → resource → material resource → containment booms → calm waters - skirt up to 30cm</td>
<td>51%</td>
</tr>
<tr>
<td>(f.a.b) various equipments - other (id:4387)</td>
<td>264</td>
<td>object → resource → material resource → various equipments → other</td>
<td>64%</td>
</tr>
<tr>
<td>(f.a.c) emergency medicine resources - ambulance (id:8146)</td>
<td>220</td>
<td>object → resource → material resource → emergency medicine resources → ambulance</td>
<td>62%</td>
</tr>
</tbody>
</table>

### B. Results

The first analysis focused in the basic-level generated by the algorithm. Table I shows the medoids that represent the clusters found. In total, six clusters were found, and only the cluster identified by the letter (f) was partitioned into 2 other subclusters and one of the clusters were again partitioned but now into 3 new groups. As we can notice, the cluster that was partitioned was the one that obtained the lowest matching level. This split happens because the cohesion is low, so the algorithm creates new clusters in order to split the objects in classes that they would best fit and increase cohesion (see Table II and III).

After a manual inspection of the results (shown in Tables I, II and III), we identified that the lowest matching levels achieved by the clusters (a) and (f) and its subclusters are due to poor modeling of ESS classes. So, although we believed that we could reproduce the original classification manually generated in ESS, we have came across that many of the objects had properties inherited but not used (in blank) and only a few had new attributes actually used to describe the objects. This means that the objects may belong to different classes, and yet share the same attributes. Thus, the classification of object → resource → ... given by groups (a) and (f) could not be clearly defined, although we managed to extract some important information such as the intentional or unintentional modeling of ESS classes.

The classification obtained in Figure 5 (right) is the result of the taxonomy generated taking into account the data frames in ESS. The classes with a red cross next to it (classification
on the right) could not be reproduced, for instance, object and resource. Again, this happens because the objects within these clusters share the same attributes and therefore there is no need to create different classes to accommodate them. Thus, we find that all derived classes of the external entity class should be kept in one group, undivided, and the object and resource classes can be removed as it does not add any new information to the classification.

In addition, we noticed a change in the classification of the material resource class. The material resource class was partitioned into two groups, temporary storage system and 1 (the brackets stand for a newly created subgroup), which in turn were partitioned into 4 other groups and subgroups. Another change can be seen in the human resource class that originally was in the second level and in the new proposed hierarchy moved to the fifth level. As a result the proposed classification is a reductionist model, i.e., able to detect design failures of classification models.

V. RELATED WORK

Taxonomies can be seen as classifications of items. A classification contains classes partially ordered of similar items related under special domain aspects. The partial ordering usually captures the generality or inclusion relation between classes according to the hierarchical levels [13]. Taxonomies aim at helping to organize data and focus on enabling the efficient retrieval, navigation and sharing of knowledge [14]. Thus, taxonomies have been used on knowledge’s based systems mainly for facilitating the knowledge organization, exploration and discovery.

The manual creation of taxonomies is a difficult, expensive and time-consuming task. Moreover, developing taxonomies to fully describe different domains and, at the same time, consider all perspectives is impractical. To address this problem, automatic methods to learn taxonomies have been proposed. Many efforts have been employed in learning taxonomies from textual data. Velardi et al. [15] presents a taxonomy learning methodology, named OntoLearn Reloaded, that learns both concepts and relations entirely from scratch via the automated extraction of terms, definitions and hypernyms. Wang et al. [16] presents an approach to automatically learn terminological ontologies from unstructured text corpus combining probabilistic topic models and topic extraction techniques.

Some approaches use external knowledge sources as basis for creating the taxonomies. In this sense, Stoica and Hearst [17] proposes a hierarchical faceted metadata system to create a set of category hierarchies using WordNet lexical database. Suchanek et al. [18] proposed the Yago, a light-weight and extensible ontology automatically extracted from Wikipedia and unified with WordNet through a combination of rule-based and heuristic methods. Medelyan et al. [19] proposes a framework for creating taxonomies from document collections combining different knowledge sources such as Wikipedia, DBpedia and Freebase. Zirn et al. [20] presents an automatic method for distinguishing between instances and classes in a taxonomy induced from the Wikipedia category network.

Other approaches consider the hypernym relations to learn taxonomies. Kozareva and Hovy [21] propose a method to learn taxonomies considering the hyponym-hypernym relations between pairs of concepts extracted from the Web. Moreover, Navigli et al. [22] proposes an algorithm to induce lexical taxonomies from scratch via the automated extraction of terms, definitions and hypernyms.

VI. DISCUSSION AND OUTLOOK

In response to the need to sort large quantities of information, in this work we introduced an approach for organizing semi-structured data, represented by frames, without a prior structure of classes.

The data clustering is a technique widely applied in various fields such as biology, statistics, psychology, engineering, medicine, marketing (market analysis), archival science, computer science, business, and many others. However, finding the best solution to this problem is not straightforward.

The use of supervised algorithms conveniently has sampled data for training. However, in certain cases, we need techniques of automatic classification, since the act of classifying data for training can be an arduous or even impossible task. Accordingly, unsupervised clustering algorithms play a fundamental role in the classification of similar data.

The proposed classification process in this paper can be successfully applied in real data. The knowledge generated from this study represents a starting point for contributions through the implementation of other clustering algorithms supervised and unsupervised, validation of classifications performed manually and the comparison of this method of classification with other existing ones.
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Fig. 5. Original ESS classification (left) and the automatically generated classification (right).