A Proactive Application to Monitor Truck Fleets
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Abstract—Positioning systems, combined with inexpensive communication technologies, open interesting possibilities to implement real-time applications that monitor vehicles and support decision making. This paper first discusses basic requirements for proactive real-time monitoring applications. Then, it describes how to structure and geo-reference unstructured text information available on the Internet, with a focus on road conditions change and using available geocoding services. Lastly, the paper outlines an application that monitors a fleet of trucks and incorporates proactive features.
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I. INTRODUCTION

According to Tennenhouse [13], to be proactive, an application must detect interesting situations before they happen and must be able to handle such situations without human supervision.

In this paper, we start by listing the requirements for proactive applications that monitor moving objects. Then, we outline a proactive application that monitors truck fleets. The application uses workflows to model truck trips, monitors the location of the trucks and processes tweets to extract and geo-reference traffic-related facts about road conditions that may affect truck trips. It was deployed to monitor a medium-size truck fleet (about 500 trucks) operating for a liquid gas distribution company and a large truck fleet (about 5,000 trucks) operating for a gasoline distribution company.

The paper condenses work reported in [1][2][3]. However, the framework to process Twitter messages and the truck fleet monitoring application has not been reported elsewhere.

The paper is organized as follows. Section 2 describes the requirements for proactive monitoring applications. Section 3 discusses how to extract traffic-related facts from tweets. Section 4 introduces a proactive application to monitor truck fleets. Section 5 describes related work. Finally, Section 6 presents the conclusions.
Finally, the application must be able to assess whether the execution of the next steps of \( W_M \) is still feasible. Otherwise, an alternative workflow must be proposed in order to achieve the same effects of the remaining steps of \( W_M \), considering the available routes and resources.

B. Modeling the Environment

We require that the application should include a model of the environment where objects move and that the application should be able to monitor the current state of the environment.

Typically, this means that the application must include a collection of data sources, classified as (geospatial) static data sources and dynamic data sources [1].

A static data source contains data about geospatial features with fixed location and low rate of update, such as roads and buildings. Hence, possible static data sources are (national) Spatial Data Infrastructures (SDI) nodes and Volunteered Geographic Information (VGI).

A dynamic data source delivers data about dynamic phenomena that temporarily modify static geospatial features. A dynamic data source is therefore essential to monitor the current state of the environment. As candidate dynamic data source, we may list Twitter channels, RSS and geoRSS feeds and Open GeoSMS [2].

C. Future Behavior of Moving Objects

We require that the application should be able to detect environment changes that may affect the future behavior of moving objects and that it should be able to adjust the behavior of the objects to the changes.

Recall from Section A, that we modeled the process associated with a moving object \( M \) as a workflow \( W_M \). Therefore, when simulating the execution of \( W_M \), the application may detect potential problems with the execution of future steps due to a change in the state of the moving object or in the state of the environment.

The application must then analyze data retrieved from both static and dynamic structured data sources (defining the state of the environment), data about the moving object (defining its state), and data associated with future steps to detect changes that may affect the current workflow execution. In particular, the system must be able to analyze the available data to detect facts that affect routes where the moving object may pass.

When a change in the environment affects future steps, the system must assess the feasibility of the workflow and suggest alternatives. The rules that govern this process are application-dependent. In general, the following are feasible alternatives: the workflow execution may be delayed until the environment returns to a state where execution can be retaken; the workflow may be replaced by another workflow that better fits the current environment state; the workflow may be adapted according to some predefined strategy.

III. PROCESSING TRAFFIC-RELATED TWITTER CHANNELS

As already mentioned in Section II.B, to adequately model environment changes, a proactive application must include dynamic data sources, such as Twitter channels.

To detect changes in the (traffic) environment, we propose to process Twitter channels broadcast by traffic authorities. The first step, described in Section III.A, is to structure the messages to extract facts that might impact road conditions. The second step, described in Section III.B, is to geo-reference the structured data to discover where the fact occurred.

A. Structuring Twitter Messages

We first note that Twitter messages from traffic authorities have some peculiar characteristics: they tend to be well structured and contain only idiomatic words; they may use hash tags and popular location names, which are dealt with a synonyms dictionary. These features facilitate processing such message streams, as opposed to Twitter messages generated by individual users.

Albuquerque et al. [2] describe an application that transforms unstructured traffic-related text messages from the City of Rio de Janeiro traffic authority (in Portuguese) into structured data that describe facts related to traffic conditions. The application is generic enough to be trained to similar Twitter channels (in other languages) and uses natural language processing and machine learning techniques. It has two phases: (a) the first phase uses a NER (Named Entity Recognizer) to discover relevant entities in the message; (b) the second phase creates a dependency relationship over the entities to produce structured data.

For example, using a corpus built from Twitter messages generated by the City of Rio de Janeiro traffic authority (in Portuguese), the application achieved an average f-measure for entity recognition of 90.41% and accuracy for information structuring of 73.37%.

B. Georeferencing Structured Data

The structured data that results from the first step, described above, contains information about facts of interest and their location, perhaps qualified with further information.

Such additional information is important to improve the quality of the location of a fact. Albuquerque et al. [3] describe an application that extracts the following attributes from the structured data that results for the first step:

- **Restriction attribute**: defines the neighborhood where a fact occurred.
- **Reference attribute**: indicates other locations near a fact location.
- **Direction attribute**: indicates if a fact occurred in a two-way street, which is important to disambiguate the location of the fact (see Fig. 3).
IV. A PROACTIVE APPLICATION TO MONITOR TRUCK FLEETS

This section outlines an application that monitors a fleet of trucks and that incorporates proactive features. Briefly, the application has the following major modules:

Module 0: stores conventional data (about the truck fleet and customers) and geographic data (street/road maps and truck routes).

Module 1: obtains traffic-related messages from Twitter; transforms Twitter messages into structured, dynamic data; geo-references the structured data.

Module 2: monitors truck trajectories.

Module 3: analyzes the geo-referenced structured dynamic data to detect traffic-related facts of interest; determines which facts may affect planned truck trips; alerts the user about such facts.

To implement Module 1, we developed the Environment Web Monitor (EWM) framework, shown in Figure 1. The Scrapper component is responsible for retrieving unstructured Twitter messages. The NLP and Machine Learning components structure Twitter messages (see Section III.A). The Core component geo-references the facts (see Section III.B).

Module 2 processes the GPS data streams the trucks generate to detect certain types of events, that is, to extract trajectory semantics. Each record in a data stream contains the identification of the truck that sent the record, its location, time, and speed. The module detects the following events, among others (as illustrated in Fig. 2 – in Portuguese):

*Speed Limit Exceeded:* detected when a record indicates a speed above the road limit (for trucks).

*Driving Time Exceeded:* detected when a driver drives for over four hours without stopping for at least 30 minutes.

*Stop at a Customer:* inferred from a stop close to a customer. Each time a stop is detected, a spatial query is made, using the coordinates of the stop as the center of a circle with radius of 100 meters. The customer located closer to this center is associated with the stop.

*Forbidden Area Entered:* detected when a record indicates that the truck is inside a restricted area (i.e., regions or roads that do not allow truck circulation).

Module 3 detects if a fact might affect a truck trip and indicates the problem on the user interface (basically a map). As an example, consider the following (real) tweets:

(a) “Acidente entre dois carros no Aterro do Flamengo”.
(“Accident between two cars at Aterro do Flamengo.”)

(b) “Acidente envolvendo dois carros no Aterro do Flamengo, sentido #zonasul, na altura da Avenida Oswaldo Cruz.”
(“Accident involving two cars at Aterro do Flamengo, direction #zonasul, near Oswaldo Cruz Avenue.”).
such as traffic accidents, malfunctioning traffic lights, etc.

V. RELATED WORK

The review of related work concentrates on two topics: achieving proactive behavior and processing Web data.

Achieving proactive behavior. Magoutas et al. [9] propose a proactive application that performs intelligent energy distribution to end-use customers, predicting the energy consumption based on historical data, information about the customers and events from various heterogeneous sources (e.g. social networks, customer’s GPS car system, etc). Santos and Moreira [4] investigate how to predict the next steps of moving objects based on their current location and road data.

The second approach to proactivity is based on the extraction of relevant facts that potentially affect the future behavior of moving objects. The architecture proposed by Fritz et al. [8] adopts an a priori crawling of the Web in search of relevant data about objects belonging to non-trivial categories, such as potential emergency shelters and hospitals.

Processing Web data. Sakaki et al. [10] discuss the semantic analysis of tweets. The authors explore, as use cases, the problem of estimating the location of an earthquake center and the problem of estimating the trajectory of a typhoon.

Earle et al. [7] also introduce a model for earthquake detection. Event detection is based on the increasing rate of earthquakes tweets. The location of a tweet is either retrieved from the tweet GPS data, or inferred from the static location string found in the user profile, using the Google Maps Geocoding Service.

As an example of processing RSS feeds, Chen et al. [6] use a rule-based tagger that extracts potential name places from a given text and matches them against a gazetteer. Carvalho et al. [5] classify tweets indicating traffic-related and non-traffic related facts, using machine-learning techniques.

Structuring raw text data and extracting relevant information is not a trivial task. The Locus system [12], an urban spatial finder, has an advanced search feature with a geo-referencing objective similar to ours, although with a different implementation. Borges et al. [4] use predefined patterns to extract addresses from Web pages using a set of regular expressions.

VI. CONCLUSIONS

In this paper, we first discussed basic requirements to achieve proactive monitoring of moving objects. Then, we outlined how to use Twitter message streams to detect changes in road conditions and to geo-reference the relevant facts. Finally, we briefly described a prototype application to monitor truck fleets. As mentioned in the introduction, the application has been deployed to monitor a medium-size truck fleet (about 500 trucks) operating for a liquid gas distribution company and a large truck fleet (about 5,000 trucks) operating for a gasoline distribution company.

A key point to achieve proactive behavior was to explore Twitter message streams. However, the techniques presented are not restricted to Twitter messages and can be extended to data sources of different natures. As future work, we intend to test the proposed approach with tweets from ordinary users. The @LeiSecaRJ channel, for instance, publishes a series of tweets with non-idiomatic words and excessive use of abbreviations.
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